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#### Abstract

With the point cloud data of box girder obtained by the theory of structure from motion (SFM) algorithm chosen as the research background, a damage identification method based on characteristic curvature and improved wavelet threshold de-noising algorithm is presented. Firstly, the static load test is carried out for the full-scale box girder model, and after the cracking damage, the discrete point cloud data on the surface of the box girder are obtained through the SFM theory. According to the basic hypothesis, deformation is mainly caused by the bending moment, and micro damage has no effect on stress redistribution. Therefore, a conclusion can be made that the curvature is sensitive to the structural damage. Then, a characteristic curvature damage identification method, which is based on point cloud chord length, is used to solve the characteristic curvature of the specified section of the box girder. It is found that there are a large number of point cloud noise signals in the characteristic curvature, and on this basis, a new wavelet de-noising method established upon the threshold function is proposed. Finally, the damage index revealed from the characteristic curvature after de-noising in the specified section is compared with the actual damage location of the box girder. The results show that by combining the characteristic curvature algorithm based on the chord length of scattered point cloud with the improved wavelet threshold de-noising function, the structural surface crack damage based on spatial point cloud data can be identified. Especially, in consideration of noise interference, the improved wavelet threshold de-noising function proposed in this paper can effectively suppress the high frequency noise signal in the characteristic curvature and preserve the low-frequency signal of damage in the damage area. Thus, the accuracy and sensitivity of the


damage identification method based on the characteristic curvature are guaranteed. This method has the potential to be applied to structural health monitoring, since it can provide a new technical method for the early warning of the beam structure bridge.
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## 1. Introduction

As a new technique in the reverse engineering field, structure from motion (SFM) [1-4] algorithm means obtaining the multi view image set with motion camera and then estimating the pose of the camera and reconstructing the scene structure. The technique can generate high resolution 3D spatial data by taking a set of photographs covering the measurement area only. Through this unique data acquisition method, the 3D spatial data of the research object can be efficiently obtained in a non-contact way. At present, the technology has been adopted in the field of terrain reconstruction, regional measurement, vegetation statistics, digital terrain model building and so on [5-9].

Nevertheless, most of the researches focus on its application to the reconstruction of large scale terrain and the measurement of remote terrain, while there are some technical bottlenecks in the field of structural surface crack identification. These bottlenecks are mainly reflected in SFM in that the method needs to be optimized by bundle adjustment (BA) [10] method. That is to say, the three dimensional reconstruction of unstructured image can be successfully completed by the bundle adjustment method. However, when the 3D coordinates of the image are restored, the reprojection error of the spatial three-dimensional coordinates of the back calculation caused by the cumulative error of BA method is very uneven. As a result, the 3D reconstruction model will inevitably contain a large number of high frequency noises, the distribution of which makes it difficult for the topological reconstruction surface by point cloud to accurately reflect the position information of the structure crack [11]. In recent years, with the development of threshold wavelet mathematical theory, structural damage identification techniques based on point cloud data have been widely discussed. To a certain extent, the stable and efficient wavelet threshold de-noising algorithm can suppress the random noise in the process of point cloud formation [1214], recognizing and preserving the original low frequency signal and the non noise high frequency signal well. In this way, a new way is provided for the damage identification of structural surface crack based on point cloud data. This paper is based on the basic hypothesis
that deformation is mainly caused by the bending moment and micro damage has no effect on stress redistribution. Moreover, it is proved that the curvature is sensitive to the damage location, and a method to estimate the characteristic curvature of discrete point clouds is also presented in this paper. For the problem that the original signal in the characteristic curvature is seriously disturbed by the point cloud noise, a new wavelet de-noising algorithm based on threshold function is proposed. The method can better identify the original low frequency signal and suppress the abnormal high frequency signal. Finally, the accuracy and sensitivity of the proposed damage identification method based on the characteristic curvature and the improved wavelet threshold de-noising function are verified by full-scale model test.

## 2. The Establishment of Digital Three-Dimensional Model for the Box Girder

## Damage Model

### 2.1 The Basic Principle of Sfm Algorithm

In recent years, a new type of digital photogrammetry technology called SFM has become an effective method for acquiring 3D data with low cost and high efficiency. In this method, an efficient feature matching algorithm is employed to automatically extract the 3D digital model of the object and the motion parameters of the camera from multi view images. For purpose of determining the three-dimensional coordinates of spatial objects, the traditional photogrammetric methods require that the orientation of the camera and the spatial coordinates of a series of control points should be known, because they need to determine the position of the control points in the image by artificial methods and then use the "resection" to determine the camera position. However, the SFM method is different from the traditional photogrammetry in that above conditions are not required to be known for scene reconstruction. Furthermore, this method is based on the feature matching data between images, and the azimuth of the camera along with the geometry of the scene can be automatically solved by the process of bundle adjustment (BA) [15]. The implementation of SFM method has benefited from the development of efficient automatic feature matching algorithm, and it is very suitable for reconstructing a digital 3D model by using a set of images with high overlap and changeable visual angle.

In SFM, each image corresponding to the camera is determined by 7 parameters, including 6 external parameters of rotation matrix R and translation vector T as well as one camera internal parameter f. In the process of scene reconstruction, the image with the maximum matching points should be selected as much as possible according to the principle of minimizing the re-projection error, and these images will be used as the initial constraint condition. With the continuous
increase of the images, the corresponding feature points are connected to form the feature point tracking trajectory, which is also known as the channel set. Then the channel set is utilized to restore the camera parameters and the camera's three-dimensional position information. The next step is to optimize the reconstructed camera and scene parameters with the iterative bundle adjustment method [16], which refers to using incremental ways to add a camera each time and optimize the parameters. With regard to the new camera, it needs to be able to see most of the three-dimensional scenes that have been reconstructed. Afterwards, DLT [17] (Direct Linear Transformation) algorithm is employed to restore the parameters of the new camera, and then the new camera recovery points are added into the optimization process. Subsequently, the bundle adjustment method is taken to optimize all of the 3D field spots and camera parameters that have been reconstructed. This process will be repeated, until all images are added. Finally, the 3D model is reconstructed from the image search strategy [18].

### 2.2 The Three Dimensional Reconstruction Model of Full Scale Box Girder Based on SFM Algorithm

The camera is used to shoot the box beam in multi angles, and 79 images of the box beam are taken. Part of the box beam images are given in figure 1 .


Fig.1. Image Sequence of Indoor Box Beam Specimen

By using above SFM 3D point cloud reconstruction algorithm, the three dimensional reconstruction of the box girder specimen is carried out on the MATLAB platform. The results of the 3D reconstruction are illustrated in figure 2 .



Fig.2. Three Dimensional Point Cloud Reconstruction Effect of Box Girder Specimen
When the 3D coordinates of the image feature point are restored, the accumulated error in the iterative bundle adjustment process is produced, which will lead to a very non-uniform projection error of the three dimensional coordinates and make the 3D coordinates of the point of the re-projection error in the back calculation process quite uneven. Thus, the 3D reconstruction model will inevitably contain a large number of high frequency noises. For the point cloud data of the box girder in this paper, the details of the effect of the spatial discrete point cloud can be seen in figure 3. After the amplification, it can be seen that there are many free points on the surface of the jack. According to Figure 4, the points distribute uniformly on both sides of a surface, forming the main body of the point cloud data. Under the joint action of the iteration error and the drastic change of the surface reflectivity, the point cloud data contains a large number of free points, and the hat is the noise points. These noise points reflect the outlier characteristics of the main point cloud, and the outlier noise points give rise to the measurement error, thereby making the generated 3D model surface deviate from the actual surface. In consequence, great interference is brought to the later surface modeling and the analysis of the crack on the surface of the box girder.


Fig.3. Details of the Effect of Spatial Discrete Point Cloud


Fig.4. Distribution Characteristics of Outlier Noise Points

In addition, the 3D reconstruction point cloud data based on SFM algorithm has its own modeling error. Assuming that the surface in Figure 5 is the surface of the object and the real point is the intersection between the surface and line of the measuring point and the origin point. Taking point A as an example, the possible position of each measurement point of the camera in this direction is presented in the frequency histogram of fig 5 . Moreover, the desired position of point A is point $\mathrm{A}^{\prime}$, and the variance distance is $\sigma 2 \mathrm{~A}$. When the least square method is used to estimate the parameters, it does not have the validity and consistency despite of its unbiasedness, which will reduce the accuracy of the three-dimensional model.


Fig.5. Sketch Map of Point Cloud Distribution

## 3. The Damage Identification Method Based on Characteristic Curvature <br> 3.1 Correlation Analysis of Curvature and Crack Damage

According to the principle of virtual work in structural mechanics, the deflection of any point in the deformation structure is as follows:

$$
\begin{equation*}
y=\frac{1}{E I} \int M_{i}(x) M_{F}(x) d s+\frac{1}{E A} \int N_{i}(x) N_{F}(x) d s+\frac{1}{G A} \int \mu Q_{i}(x) Q_{F}(x) d s \tag{1}
\end{equation*}
$$

For bridge structures, such as simple-supported beam, continuous beam as well as rigid frame bridge, the deflection is mainly caused by bending, and the shear deformation and axial deformation are very small. Therefore, the deformation value generated by shear force and axial force can be ignored, and formula 1 can be simplified as:

$$
\begin{equation*}
y=\frac{1}{E I} \int M_{i}(x) M_{F}(x) d s \tag{2}
\end{equation*}
$$

At the same time, the curvature expression of the deflection curve is provided in formula 3 according to the higher mathematics:
$\frac{1}{\rho(x)}= \pm \frac{y^{\prime \prime}}{\left[1+\left(y^{\prime}\right)^{2}\right]^{\frac{3}{2}}}$
Among which $\rho(x)$ is the radius of curvature, and y is the deflection. Ignoring the higher order terms in formula 9, the approximate formula for the curvature of the deflection curve is as follows:

$$
\begin{equation*}
\frac{1}{\rho(x)}=y^{\prime \prime} \tag{4}
\end{equation*}
$$

The relationship between the bending moment and the deflection at any cross section can be got by material mechanics, as shown in equation 5 :
$E I \frac{1}{\rho(x)}=-M(x)$

In which E is the elastic modulus, $I$ is the moment of inertia, and $M(x)$ is the moment produced by the load. By importing formula 4 into formula 5, the relationship between the bending moment and the stiffness and deflection of any section of the beam is acquired as follows:

$$
\begin{equation*}
y^{\prime \prime}=-\frac{M(x)}{E I} \tag{6}
\end{equation*}
$$

When the form of the structure and the external load are constant, the deflection and the deflection curvature of any section are positively correlated with the section stiffness of the beam. When structural damage occurs in the beam, different degrees of stiffness degradation will take place in the beam at the location of the disease. At the same time, a sudden change will emerge in the deflection and deflection curvature. In other words, the curvature is sensitive to the location of damage. Based on this principle, the method of solving the characteristic curvature based on discrete point cloud is studied in this paper.

### 3.2 The Calculation Method of Discrete Point Cloud Feature Curvature Based on Chord Length

The parameter equation, in which the arc length is $s$, is adopted to represent the continuous graph outline curve:
$\left\{\begin{array}{l}x=x(s) \\ y=y(s)\end{array}\right.$
Then, the first derivative of $\mathrm{x}=\mathrm{x}(\mathrm{s})$ and $\mathrm{y}=\mathrm{y}(\mathrm{s})$ at point Z can be expressed as:
$x^{\prime}\left(s_{0}\right)=\lim _{\Delta s \rightarrow 0} \frac{x\left(s_{0}+\Delta s\right)-x\left(s_{0}-\Delta s\right)}{2 \Delta s}$
$y^{\prime}\left(s_{0}\right)=\lim _{\Delta s \rightarrow 0} \frac{y\left(s_{0}+\Delta s\right)-y\left(s_{0}-\Delta s\right)}{2 \Delta s}$

The second derivative of $x=x(s)$ and $y=y(s)$ at point $s_{0}$ can be expressed as:
$x^{\prime \prime}\left(s_{0}\right)=\lim _{\Delta s \rightarrow 0} \frac{x^{\prime}\left(s_{0}+\Delta s\right)-x^{\prime}\left(s_{0}-\Delta s\right)}{2 \Delta s}=\lim _{\Delta s \rightarrow 0} \frac{{ }^{\prime f}{ }^{\prime}{ }^{\prime b}}{2 \Delta s}$
$y^{\prime \prime}\left(s_{0}\right)=\lim _{\Delta s \rightarrow 0} \frac{y^{\prime}\left(s_{0}+\Delta s\right)-y^{\prime}\left(s_{0}-\Delta s\right)}{2 \Delta s}=\lim _{\Delta s \rightarrow 0} \frac{{ }^{\prime f}{ }^{\prime}{ }^{\prime b} y^{\prime}}{2 \Delta s}$

Where
${ }^{\prime f} x=\lim _{\Delta s \rightarrow 0} \frac{x\left(s_{0}+\Delta s\right)-x\left(s_{0}\right)}{\Delta s}$
${ }^{\prime} x=\lim _{\Delta s \rightarrow 0} \frac{x\left(s_{0}\right)-x\left(s_{0}-\Delta s\right)}{\Delta s}$
${ }^{\prime} f=\lim _{\Delta s \rightarrow 0} \frac{y\left(s_{0}+\Delta s\right)-y\left(s_{0}\right)}{\Delta s}$
$y$
$y$ $\lim _{\Delta s \rightarrow 0} \frac{y\left(s_{0}\right)-y\left(s_{0}-\Delta s\right)}{\Delta s}$

Then the curvature at point x is:

$$
\begin{equation*}
C\left(s_{0}\right)=\frac{x^{\prime}\left(s_{0}\right) y^{\prime \prime}\left(s_{0}\right)-x^{\prime \prime}\left(s_{0}\right) y^{\prime}\left(s_{0}\right)}{\left[\left(x^{\prime}\left(s_{0}\right)\right)^{2}+\left(y^{\prime}\left(s_{0}\right)\right)^{2}\right]^{3 / 2}} \tag{11}
\end{equation*}
$$

For the curves of the discrete points that do not have analytical expressions, the curves can be expressed as a set of mutually inconsistent ordered points $\mathrm{Q}_{\mathrm{i}}\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right), \mathrm{i}=0,1, \ldots, \mathrm{n} . \mathrm{L}_{\mathrm{i}}$ is set as the length of the line segment from point $\mathrm{Q}_{\mathrm{i}-1}$ to $\mathrm{Q}_{\mathrm{i}+1}$; and $\mathrm{M}_{\mathrm{i}}$ denotes the length of the line segment from point $\mathrm{Q}_{\mathrm{i}-1}$ to $\mathrm{Q}_{\mathrm{i}+1}$, as presented in Figure 6.


Fig.6. Curvature Calculation Model of Discrete Points

In order to approximately calculate the value of curvature at the discrete point $Q_{i}$, above formula for calculating the curvature of the continuous curve can be transformed, and the formula for calculating the curvature of the discrete point of the graphics outline is obtained. By sequentially connecting the discrete points, the outline of the graph is changed into a fold line. Furthermore, the length of the chord can be used to approximately represent the length of the arc. Then the first derivative of the discrete point $\mathrm{Q}_{\mathrm{i}}$ can be expressed as:
$x_{i}{ }^{\prime}=\frac{x_{i+1}-x_{i-1}}{L_{i}+L_{i+1}} ; y_{i}{ }^{\prime}=\frac{y_{i+1}-y_{i-1}}{L_{i}+L_{i+1}}$

The second derivative can be expressed as:
$x_{i}{ }^{\prime \prime}=\frac{{ }^{\prime f}{ }^{\prime}{ }^{\prime}-x_{i}}{L_{i}+L_{i+1}} ; y_{i}{ }^{\prime \prime}=\frac{{ }^{\prime f}{ }^{\prime}{ }^{\prime}-y_{i}}{L_{i}+L_{i+1}}$

In which,

$$
\begin{align*}
& x_{i}=\frac{x_{i+1}-x_{i}}{L_{i+1}} ; x_{i}=\frac{x_{i}-x_{i-1}}{L_{i}} \\
& y_{i}=\frac{y_{i+1}-y_{i}}{L_{i+1}} ; y_{i}=\frac{y_{i}-y_{i-1}}{L_{i}} \tag{14}
\end{align*}
$$

The formula of curvature can be expressed as:
$C_{i}=\frac{x_{i}{ }^{\prime} y_{i}{ }^{\prime \prime}-x_{i}{ }^{\prime} y_{i}{ }^{\prime}}{\left(\left(x_{i}\right)^{\prime 2}+\left(y_{i}\right)^{\prime 2}\right)^{3 / 2}}$

After processing the above analytical equation, the discrete point curvature $\mathrm{C}_{\mathrm{i}}$ at point $\mathrm{Q}_{\mathrm{i}}$ can be obtained:
$C_{i}=\frac{2\left(L_{i}+L_{i+1}\right)^{2} D_{Q_{i+1} Q_{i+1}}}{L_{i} L_{i+1} M^{3}}$

Where is a directed area of triangular.
$D_{Q_{t+1} Q Q_{+1}}=\frac{1}{2} \sum_{j=i-1}^{i+1}\left(x_{j} y_{j+1}-x_{j+1} y_{j}\right)$

The point cloud data of the surface damaged box girder are analyzed with three sections and the slice position is shown in figure 7. The point cloud data of cross sections 1-3 are also extracted, the distribution of which is displayed in Figure 8.


Fig.7. Slice Position of Box Girder Surface


Fig.8. The Distribution of Point Cloud in Sections 1-3

Above characteristic curvature algorithm based on point cloud is used to calculate the characteristic curvature of the point cloud data of three cross sections. The characteristic curvature of the discrete point cloud of cross sections 1-3 is listed in Figure 9.

It can be seen from figure 9 that affected by the noise of point cloud, the damage location of the box girder cannot be judged accurately by the characteristic curvature curve yet. Due to the
outlier noise of the point cloud and the uneven surface of the box girder (as presented in Figure 10), the characteristic curvature algorithm proposed in this paper is also sensitive to the undamaged parts. Consequently, the location of the natural concave convex in the box girder and that of the outlier noise are also identified as the damage location, that is, the trough of the characteristic curvature curve. In this paper, the characteristic curvature algorithm is applied to the identification of the damage location. There are many interference signals in the identified damaged part by the proposed characteristic curvature algorithm, and these interference signals have the characteristics of noise signals, which are characterized by high frequency. However, the low frequency information of the real damage location is masked by the high frequency noise signals. Thus, it is necessary to filter the characteristic curvature curve.


Fig.9. Characteristic Curvature Diagram of Discrete Point Cloud of Sections 1-3


Fig.10. Feature Curvature Signal Constitution Based on Point Cloud

## 4. Study on Wavelet De-Noising Algorithm Based on Improved Threshold

A finite length signal is assumed as:
$X(t)=D(t)+\varepsilon(t)$

In which $D(t)$ is the true signal, $\varepsilon(t)$ is the variance of point cloud noise, obeying the distribution of $\mathrm{N}\left(0, \sigma^{2}\right), \mathrm{t}=0,1, \ldots, \mathrm{~N}-1, \mathrm{~N}$, and N is the length of the signal. In practice, the useful signal is usually represented by a low frequency signal or a relatively stable signal, and the noise signal is usually represented by a high frequency signal. The principles of wavelet de-noising include: firstly, the signal is decomposed by wavelet transform. Taking the three-layer wavelet as an example, noise is usually included in cd1, cd2 and cd3 as shown in Figure 11; then, the wavelet coefficients after decomposition are processed by thresholding; and finally, the wavelet coefficients after processing are used to reconstruct the signal, by which the purpose of noise removal is achieved.


Fig.11. The Structure of Three Layer Wavelet Decomposition

In terms of the conventional threshold de-noising algorithm, there are two kinds of processing methods: hard threshold function and soft threshold function. The hard threshold processing refers to changing the absolute value of the signal that is less than or equal to the threshold to zero, while that is larger than the threshold will not be changed [19]. Its function expression is:
$\hat{W}_{j, k}= \begin{cases}W_{j, k}, & \left|W_{j, k}\right| \geq \lambda \\ 0, & \left|W_{j, k}\right|<\lambda\end{cases}$

Comparatively, the soft threshold processing refers to comparing the absolute value of the signal with the threshold: when the absolute value of the signal is less than or equal to the threshold value, it is zero, while when the data points are larger than the threshold, they are contracted to zero. The value is the difference between the value of the point and the threshold value. Its function expression is:

$$
\hat{W}_{j, k}=\left\{\begin{array}{l}
\operatorname{sign}\left(W_{j, k}\right)\left(\left|W_{j, k}\right|-\lambda\right), \quad\left|W_{j, k}\right| \geq \lambda  \tag{20}\\
0, \quad\left|W_{j, k}\right|<\lambda
\end{array} .\right.
$$

In this formula, $\mathrm{W}_{\mathrm{j}, \mathrm{k}}$ is the wavelet coefficients after the wavelet transform of noisy signal, $\lambda$ is the threshold, and is the wavelet coefficients after threshold de-noising. In the hard threshold algorithm, hard threshold function is discontinuous at threshold $\lambda$, and additional oscillation is produced by the estimated signal, which is not as smooth as the original signal. By contrast, in the soft threshold algorithm, despite the good overall continuity of wavelet coefficients, the wavelet estimation coefficient after the threshold processing and the wavelet coefficients of each scale before the threshold processing will have a constant deviation when. As a result, the degree of approximation between the reconstructed signal and the original signal will be directly impacted [20-21]. Therefore, it is difficult to effectively filter the high frequency noise signal in the characteristic curvature of the point cloud by conventional threshold de-noising algorithm.

To overcome the shortcomings of the hard threshold and soft threshold methods, an improved noise reduction method is proposed in this paper to solve the problem of high frequency signal in the characteristic curvature based on the point cloud random noise. In this
method, the threshold function is continuous and there is no constant deviation at threshold $\lambda$. Meanwhile, the oscillation caused by the hard threshold method can be suppressed and the constant deviation caused by the soft threshold method can be reduced by the wavelet coefficients estimated by this method. Its function expression is:

$$
\hat{W}_{j, k}= \begin{cases}W_{j, k}-0.5 \frac{\lambda^{n} \times k}{\left(W_{j, k}\right)^{n-1}}+(k-1) \lambda, & W_{j, k}>\lambda  \tag{21}\\ 0.5 \frac{\left|W_{j, k}\right|^{m} \times k}{(\lambda)^{m-1}} \operatorname{sign}\left(W_{j, k}\right), & \left|W_{j, k}\right|^{\prime} \leq \lambda \\ W_{j, k}+0.5 \frac{\left(\lambda^{n}\right) \times k}{(\lambda)^{n-1}}-(k-1) \lambda, & W_{j, k}<-\lambda\end{cases}
$$

In the formula, $\mathrm{m}, \mathrm{n}, \mathrm{k}$ refer to the regulators of the improved threshold function, by which the flexibility of the threshold function in practical de-noising applications is enhanced. Moreover, the form of threshold function is determined by parameter, and the value of parameter k is between 0 and 1 . If $k=0$, the improved threshold function is equivalent to the soft threshold function, while if $\mathrm{k}=1$, the improved threshold function is equivalent to the hard threshold function. Therefore, when it is utilized to reduce the noise of high frequency signal in characteristic curvature, the actual application effect can be adjusted by changing the value of parameter k , and the improved threshold function can be made adaptively to select the better denoising effect. At the same time, the discontinuity of hard threshold function can be avoided, and the constant error in soft threshold function can be reduced. In addition, the improved threshold function has infinite order continuous derivative, which provides the basis for the selection of wavelet adaptive threshold. The improved threshold function is illustrated in figure 12.


Fig.12. Schematic Diagram of the Improved Threshold Function


Fig.13. The Characteristic Curvature Map after Processing the Improved Threshold De-noising

The improved threshold de-noising algorithm is used to deal with the characteristic curvature curve in Figure 10, and the characteristic curvature of the cross section after noise reduction is presented in Figure 13. It can be seen from the results that the improved threshold function is used to deal with the noise signal of the characteristic curvature curve, and a better noise reduction effect can be achieved in the condition of keeping a high similarity and energy ratio. Furthermore, the information of high frequency noise can be filtered effectively, and the
characteristic component of the low frequency signal of the damage location can be preserved. Figure 14 exhibits a three-dimensional model of box girder after damage, and the cracks are traced in order to show the distribution of the cracks clearly. Figure 15 displays the corresponding location between the characteristic curvature curve and sections 1-3 of the box girder after the improved threshold de-noising is processed as well as the corresponding position between the damage points of sections 1-3 and the troughs of the characteristic curvature curve


Fig.14. Distribution of Cracks on the Surface of the Box Girder after Loading


Fig.15. Comparison of the Trough of the Characteristic Curvature Curve and the Corresponding Position of Cross Section Damage

It can be seen that the trough of the characteristic curvature curve after filtering is basically consistent with the crack location of the box girder surface. The characteristic curvature shows obvious changes in the damage location of the box girder, and it can form stable low-frequency
information in 3D reconstruction model of point cloud, which can be identified by the improved wavelet threshold de-noising algorithm proposed in this paper. The accuracy of the proposed method is ideal, and the feasibility of the proposed method based on the characteristic curvature and the improved wavelet threshold de-noising is also verified.

## Conclusions

In this paper, a method of damage identification based on the characteristic curvature of point cloud and wavelet threshold de-noising function is proposed. In this method, structural spatial point cloud data acquired by the non-contact measurement technology of SFM are used to identify the damage. Compared with the traditional methods, this method mainly has following improvements:
(1) The relationship between the structural stiffness and the curvature is established by taking advantage of the property that the deflection curvature in any section of the structure has a positive correlation with the stiffness of the beam, and a conclusion is drawn that the curvature of the structural deformation can be used to identify the structural damage. Then, a damage identification method based on SFM and discrete point cloud chord length is presented. In the damage identification process of any cross section in the three dimensional model of box girder, it is found that the untreated characteristic curvature of the point cloud cannot be used to judge the damage location of the box girder accurately by the influence of the point cloud noise and concrete unevenness surface. The wave trough of the characteristic curvature curve is the damage index, and there are many spurious signals in it. Specifically, it seems that the undamaged part also shows some high frequency characteristics on the characteristic curvature curve, while the low frequency information of the real damage location is masked by the high frequency noise signal.
(2) On the basis of correcting the defects of soft and hard threshold functions, an improved wavelet threshold de-noising function is proposed in this paper. The expression changes with the variation in decomposition scale, and it is suitable for the identification and filtering of high frequency noise in point cloud data. Moreover, the noise reduction function can be used to distinguish the abrupt change of the characteristic curvature in damage location and the abnormal high frequency noise signal more effectively. At the same time, the high frequency noise signal can be accurately filtered, and the low frequency signal of damage can be reserved efficiently. More importantly, the expression contains no uncertain parameters, by which the stability of noise reduction can be guaranteed. By using the improved threshold de-noising function in this
paper to deal with the curvature characteristic curve of sections 1-3, the wave trough position of the curve is basically consistent with the damage location. Therefore, the proposed method's effect of damage identification is ideal, and it also has the potential to be applied to actual bridge structural damage identification.
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